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Executive summary

This paper provides information about how to set up the Dell DR Series system as a backup target for EMC

Networker software. This whitepaper is a quick reference guide and does not include all DR Series system
deployment best practices.

For additional information, see the DR Series system documentation and other data management
application best practices whitepapers for your specific DR Series system at:

http://www.dell.com/powervaultmanuals

Note: The DR Series system and EMC Networker screenshots used for this whitepaper may vary slightly,
depending on the firmware version of the DR Series system or the software you are using.
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1 Installing and configuring the DR Series system

1. Rack and cable the DR Series system and power it on.

2. Initialize the DR Series system. For more information, see following topics “IDRAC Connection”,
"Logging in and Initializing the DR Series System”, and “Accessing iDRAC6/iDRAC7 Using RACADM"
in the Dell DR Series Systern Administrator Guide.

3. Log on to iDRAC using the default address 192.168.0.120 with the user name: root and password:
calvin, or log on with the IP that is assigned to the iDRAC interface.

L < <l

4. Click the Launch button to launch the virtual console.

System Summary - o 2

Sarver Hoalth

Stafes  Component

gpgeee
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5. When the virtual console opens, log on to the system as:
user: administrator, password: StOr@ge!

NOTE: The “0" in the password is the numeral zero.

6. Set the user-defined networking preferences.

Jould you like to use DHCP (yes mo) 7
r an IP address:
subnet mask:
ault gateway address:
~ a DNS Suffix (example: abc.com):
~ primary DNS
ould you like to define a secondary DNS s

’lease enter se ary DNS se

7. View the network preferences summary and confirm if the settings are correct.

Jet Static IP Address

IP Address 18.18 .86. 188
Hetwork Mask

Default Gateway 18.18.86.1Z6
DNS Suffix idmdemo . local

Primary DNS S ver 186.18.686. 181

Secondary DNS Server 143.166.216 . 237

Host Name DR4888-5

Are the above settings correct (yes/no)d
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8. Log on to the DR Series system administrator console, using the IP address you just provided for

the DR Series system as:
user: administrator, password StOr@ge!

[E

@ e 1921682250 Enter User Defined IP Address
= [ snegic B BT

DR4000
DR4000-DKCVES1

Login
Pioase onter your password:

Usermama: administrator

Log in

9. Join the DR Series system to Active Directory.

Note: If you do not want to add the DR Series system to Active Directory, see the DR Series System

Owner’s Manualfor guest login instructions.

a.

DR4100
edwinz-sw-01

D&LL

& w-01.ocarina local
B lobal View
Dashboard
Alerts
Events

Dashboard

u System State: optimal

Capacity

& HW State: optimal

u Number of Alerts: 0

Select Active Directory from the navigation area of the GUI.

Help | Logout

Mumber of Events: 705

1 i (n)

Copyright @ 2011 - 2013 Dell Inc. All rights reserved.

Storage Savings Throughput
. Zoom: 1h 1d 5d 1m 1y M Zoom: 1h 1d =d
Physical
?93\“05 (%) Refreshing l1.|l_\E-'5
0
50 1.50
) .00
0:2000:20 0:40 0:50 1:00 1:10 0:20 0:20 0.4
Time (minutes)
M Total Savings
System Information
Product Name: DR4100 Total Savings:
System Name: edwinz-sw-01 Total Number of Files in All Containers:
Software Version: 99.0.0517.0 Number of Containers:
Current Date/Time: Thu Sep 26 01:12:47 2013 Number of Containers Replicated:
Current Time Zone: UsiPacific Active Bytes
Cleaner Status Idle
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b. Enter your Active Directory credentials to join the DR Series system to a domain.

Active Directory Join

vl St CHr8CRoRy ARTRIGEE el bl D) LEureet] IR0 00 Wl 0V 6015 1 Dol i Wi

[ —

Dromain Hama (FOD8 -

Passmoin- Enter Active Directory Info

Oing Unat

Cancel  Join Domakn

COPEIN S - 91 Dt i AN PGS se 8 stvel
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2 Creating and configuring CIFS target container(s) for

Networker

2.1 Creating the network share container for Networker use

1. Create and mount the container by selecting Containers in the navigation area of the GUI, and
then clicking Create at the top of the page.

DGLL oo
ootb-config-01
Containers

Number of Containers: 7

Containers Files

backup 58

Storage d2d2t 2

-Containers DDTest o

Replication

Compression Level demo2Zhuhai 2
My_Container_Backup 27
nfs 44

Replication Schedule

Cleaner Schedule ooto-osttest 254

‘System Configuration
Networking

Copyright ® 2011 - 2013 Dell nc. Al rights reserved

Help | Log out

Container Path: /cantainers
CIFS osT Replication Select
v Mot Configured
v NIA
Cnling
v Not Configured
v Mot Configured
Mot Configured
4 NIA
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2. Enter a Container Name, select the Marker Type as Networker, and select the Connection Type as
NFS/CIFS.

Create New Container:

= =required fields

Choose the type of container to create ((NFS andior CIFS) or OST) and add clients that need access
Container Mame"fMy_Container_Backup Masx 22 cha
Marker Type™ © None © Auto © Commyaul 0 TS O ARCsernve (7)
Connedtion Type”: © Nondl® NFS/CIFSED 05T

NFS CIFS

NFS access path: CIFS share path: W10.250.242.206\Wy_Container_Backup
10.250.242 206:/containers/My_Container_Backup

and anly letters, numbers, - and _ characters.

Use CIFS to backup MS Windows clients.
Use MNFE to backup UNEX or LINUX clients. [C]Enable CIFS

[F1Enable NFS

Cancel Create a New Container

3. Under the CIFS section, note down the CIFS share path (this will be used in configuring the device
on the Networker server), and select Enable CIFS. For the Client Access section, select either
Open Access or manually add clients to the Clients list.

Create New Container:

= required fields

Choose the type of container to create ((NFS andfor CIFS) or OST) and add clients that need access.

Container Name”: |My_Container_Backup WMax 32 charasters and only letters, numbsrs, - and _ charasters,

Marker Type™: & None © Auto © Commvault @ Networker © TSKM ) ARCserve 7
Connection Type™ ) None @ NFS/CIFS O 0sT

NF3 CIF8
NFS access path: CIFS share palhl‘\\10.250 242 2DB\FvW_CUﬂIamer_ElackupI
10.250.242 206:/containers/y_Container_Backup
& o backyp MS Windows clients.
Use NFS to backup UNIX or LINUX clignts Enanle CIFS
[T1Enable NFS

Clignt Access
[T] Open Access (all clients have access)
Add clients (IP or FQDN Hostname)
Add
Clients:

-

Cancel Create a New Container
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Note: For improved security, Dell recommends adding IP addresses for the backup console
(Networker Server), Networker storage nodes, and Networker clients. Not all environments will
have all components.

4. Click Create a New Container and confirm that the container is added.

2.2 Configuring the Networker storage node — Windows CIFS

1. Log on to the storage node and click Start > My Computer.

2. Click Map network drive.

ompute _ 100} x

OO |.-: = Computer = - m ISEarch @J

File Edit View Tools Help

gt
Organize » =5 Wiews ¥ (B4 System properties Uninstall or change a prograi - Map network drive -_' Open Conkral Panel l@l
e
Fawerite Links Hare || Type ~ || Total Size -| Free Space |-
Hard Disk Drives {2} B
E\ Documents
B rctures Eosicn Local Disk 271 GB &1.0GE
B Music wRECOVERY (D) Local Disk 10,2 GB 4,37 GB
Mare  » Devices with Removable Storage (Z) B
Folders v G DVD[CD-RW Drive (E:)  CD Drive
BD-ROM Drive (i) 5., CD Drive 3,81 GB O brybes
B Dot 'S &) y
H} Adminiskratar
. Public
1M Computer
&, osic)

s RECOVERY (D
L DVDICD-Ry Drive [
15 BD-ROM Drive [G2) !
=

E" Network

Control Panel

£ Recycle Bin
. DLLlogs

3. In the Map Network Drive window, in the Folder field, enter the path to the container on the DR
Series system.
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) Q Map Metwork Drive

What network folder would you like to map?

Specify the drive letter for the connection and the folder that you want to connect to:

I Drrive: [ 5 - ]
i Folder: 310.10112115\My_Container_Backup - Bronwses

Example: \\server\share
(] [¥] Reconnect at legon
[T] Cennect using different credentials

Connect to a Web site that vou can use to store your documents and pictures,

[ Finish ][ Cancel

\ — =

4. Select Reconnect at logon.

5. When prompted, enter the CIFS credential to authenticate on the Active Directory domain.
The DR Series system container is now mounted to your backup server.

6. If Client Direct is used, make sure all the clients can access the same DR container share using this
path. Otherwise, separate Client Direct Paths must be entered with the actual paths that clients

use to access the DR container share (please refer to step 10 in the next section Set up
Networker).

2.5 Configuring Networker to use the newly created network share

1. Open the Networker Management Console (NMC).

2. Click the Enterprise menu button, select the storage node that the DR Series system share will be
configured as a backup device, right-click the host, and then click New > Managed Application.
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= EMC NetWorker Management Console ¥8.0 - 127.0.0.1 Hi=] 3

L3
Enterprise

File Edit ‘“iew Enterprise Start  Window  Help

+OX@« )

B—! Enterprize
tg obo3

. Host: r310-sys-150

on Features
verts, Gather Reporting Data

Properties...  Cirl-O

Delete Delete

Copy -

Move

Refresh

3. Select Networker and click Next.

¥ Create Managed Application

Select Managed Application

Select managed application for the host

& histrorker|

Backup and recover for the department and erterprize

() Awamar
Deduplicstion backup and recover for the enterprise

= Back
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4. Click Finish.
Manage NetWorker

Configure Consale to monitor managed application activities on the host

Managed Application Marme: |Nemforker ‘

Description: |Backup and recover for the department and enterprise ‘

“endor Mame: |EMC Corporation ‘

Features

Gather Reporting Data

5. Right-click and select the newly created Networker application and click Launch Application.
EMC NetWorker Management Console ¥8. 12 [_ (O] x|

-M“

File  Edit “iew Enterprize Start  Window  Help

+0X0« )

(=M Erterprize
& OO0

- Host: r310-sys-150

Managed Ap... ™ | Application Features

ey
Properties...

Delete

Refresh
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In the Devices window, right-click Device in the left panel and click New Device Wizard.
M= |

6.

MC NetWorker Administration ¥8.0 - r310-sys-150 (NetWorker 8.0.0.1.Build.153 Eval - Windows NT Server on Intel)

&2 3

Devices Media

User: administrator

]
Monitoring | Configs
File Edit ‘iew Devices Recower Wndow Help
YBIEE R T EE
v31 0-sys-150
Devices
B Likraties = o

|Parent jukebox | Deseription | Wolume name |M... |Enabled

Refresh

Scan far Devices.

Configure All Libraries

Log Oo 8 x Alerts Oo 8 X
Priottty | Time = |Source | Category Message Friority | Time ~ | Category [ Message
@ Friday 31T:STAM event server  Started A Fridey 31334 AM  registr... NefWorker evalustion mode wil expirs in 30 days andthe se...
index  Checkingind... [

@ Friday31804 AW event
- . .

7. Select Advanced File Type Device (AFTD).

evice Configuration Wizard [x]

Select the Device Type

Select the type of stand alone device to corfigure

* Select the Device Type
() Data Dormain
Choase this option to creste & Data Domsin type device on Data Domain system runring DDOS:
version 4.9.1.0 ar grester. This option requires & Networker DD Boost icense

) ladvanced File Type Device (AFTD))
Choose this option to create a disk type device. This option can also be used o creats devices
on & non DD Boost enabled Data Domain system

o 3
() Avamar Dedupiication Note

(ot ] [caneel
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8. In the next dialog box, select Device storage is remote from this Storage Node, type in the
network path of the DR Series system container share location (if name resolution works, the
hostname or FQDN can be used in the server portion of the network path). In the Authentication

section, type the CIFS credentials to access the DR Series system share. Click Next.

Select Storage Node
Select the storage node to place this AFTD on. If the storage to be configured is remate to that storage nacle, enter & network path 1o the Storage. Supply a usermame
and password to browse the starage and select device paths, ar manually erter the paths.
@ Select the Device Type Storage Node: 1310-sys-150 -
+ Select Storage Node
o
@ Device storage is remote from this Storage Mode.
's)
- Network Patfy [40.250.242 206ty _Cortainer_Backup
o Browse or Manual
- (3) Browse storage noe ar network path
() Manually enter local of remote device paths
Authentication
Username: [ lestachadkinistrator |
Password  |eeveswens |
@ | <Back || nest= | [ cancel |

9. Click New Folder, type an appropriate folder name, select the folder, and click Next.
< Device Configuration Wizard

Select the Device Path

Select one or mare device paths from this network path to create devices on.

@ Select the Device Type New Folder | | Remove Folder

@ select Starage Node (=[] r310-5ys-150:%10 250,242 206y _Cortainer_Backup
+ Select Device Path [ er I
o

[ R

Selected Device Paths

@ [<mect] [(conca]
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|- Device Configuration Wizard
Select the Device Path
Select one or more device paths from this netvork path to create devices an
@ Select the Device Type New Folder | | Remave Foier
@ Select Storage hode = r310-5ys-150:410.250 242206ty _Cortainer_Backup
+ Select Device Path Rl +AFTD
o
(4]
)
14,)
Selected Devics Paths
10,250,242 206y _Cortainer_Backupbetwarker AFTD:
@ | <Back | | vewt = | [ cancel |

10. Set the session attributes according to the Networker administration documentation and click
Next.

If the Client Direct feature will be used, different device path(s) that clients use to access the DR
Series system container share can be entered into the Client Direct Paths (please refer to step 6 in
the last section Configure Networker Storage Node). If all of the clients are able to access the DR
Series system container share using the direct path, there is no need to enter extra client direct

paths.

Configure Device Attributes
Fil In any device attributes. Give each device a Uniaus name. 17 clients will backup drectly 10 this storage (Clent Direct), then enter thase access paths inthe form of
CIFS ar Uniic Automounter paths.
@ Select the Device Type Netiorker D... ~ |Commert | Dy | Cliert Direct Paths: | Target .. Max Sessions
@ Select Storage Node L
@ Select Device Path
+ Configure Attributes
o
(<]
(%)
Netiorker Device Name: | EEGATY
Device Path 4101250 242 2064y _Cantainer_BackupNets
o |:|
Target Sessions: 4[5
Max Sessions: EIE|
7] | < Back | | Next~ || cancel |

17 Setting Up the Dell™ DR Series System as a CIFS or VTL Backup Target on EMC® Networker® | April 2015



11. The new Networker device should have Pool Type set to Backup. Click Next.

Label and Mount Devices

Chiose ta label andt mourt any device. This operation may take an extenced amaurt of time. Only devices who's storage has not been labeled sppesr below.

@ Select the Device Type Metitiorker Device Mame ~ | Lakel |Pool Type | Disk Poct
@ Select Storage Node 2]
@ Select Device Path
@ Configure Attributes

+ Labl and Mount Devices

Label and Mourt device atter oration
(€) The Lahel and Mount clevics operation my take an xtended amount of tine.
Pool Type
(5) Backup
) Backup Clane

Pool

Defaut -

7] | <Back || Next~ | | Cancel |

12. Review the configuration and then click Configure.

ration Wizard [x]

Review the Device Configuration Settings

Review the device configuration summary. To modify the configurstion, click Back. To accept and create the configurstion, click Canfioure.

@ Select the Device Type
@ Select Storage Mode
@ Select Device Path

@ Configure Attributes

Adding new directory on Storage Node r310.sys-150
New Directory:  W10.250.242. 2050y _Container_Backupietworker 4FTD

Adding new AFTD "DR_AFTD*

AFTD Neme: DR_AFTD
@ Label and Mount Devices Device Access Information:  410.250.242.206Wty_Container_BackupietworkerAF D
+ Review Configuration Settings Target Sessions 4
- Mex Sessions: 22
> Remote User testadiadministrator

Password

Labeling device "DR_AFTD™

Device Name:  DR_AFTD
PoolName:  Defauit

<Back | | configure | [ cancel
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13. Click Finish.

ration Wizard

Device Configuration Results

Resuls of device configuration.

D Select the Device Type Adding new directory on Storage Node r310-sys-150 .
@ select Storage Mode Successfuly added directary 110,250 242.208My_Cartainer_BackupiNetworker AFTD"
@ select Device Path Adding new AFTD "DR_AFTD"

@ Configure Attributes

@ Label and Mount Devices

D Review Configuration Settings
@ Check Results

Successfully added new AFTD "DR_AFTD"
Labeling device "DR_AFTD"

Successtully labeled device "DR_AFTD"

=Eack

Configuration
File Edt Wiew Configuration Recover  Window  Help

+OX0« ) SHRE

= r310-sys-150 (=] ! Clients (1)
Archive Requests
% Audt Log Mame ¥ | Backup type | Commertt | Scheduled backup | Save set | Clientdirect | Group |8c
& 2 B Default
_F‘ Clones p Canfigu
i@ ConnectEMC
Moclify  Clri+Ak-h
|2 birectives News o L "
i1 Groups E Properties ko
[ Local Hosts e
L[ r310-sys-150 e
_ﬁ' Lockboxes Adid To Mame...
[ mictifications Remave From Mame..
 poicies Delete Delte
@ Frobes
=4 Registrations — oy
(—dib Restricted Data Zor
—EH Schedules L Refresh F5
Recover
»
Og & X  Alerts Og B x
Priarity | Tithe = | Source | Category | Message Priorty | Time = | Categary | Message
@ Friday 31757 AW event server  Started by Fridey 31834 AM  registr . Nebworker evaluation mode will expire in 30 days and the se
@ Friday 31604 AM  event index  Checking ind
P . .. P -
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15. Go through the process of creating a new backup group.

e Dl R beuaps Conlig

Specify the Client Mame and Type

Specity the chent name and the Backup type, Seiect Tradtionsd Netvorker chent’ for W cherds, Select " for virtusl chénts that have the
Mefiiorker chert software instabed or 1o configure 82 & prooy-based Backup.

5 Specity the Cloat Marme snd )
Type Chert Nare: | ERITRTERET]
[}
=+ Traoitional Nefvjorker clant
(4] Configurs a backup using the HefWorkes client host softwar s, Hot for Vidwars diants.
o Widwenre clhent
Wiware proxy host

)
o
o

o

4]

@ rest = | [ cancet

4% Client Backup Configuration [<]

Select the Backup Configuration Type

Select the backup configuration type from the awallable spplications. The avaliable spplications represent which NetWorker modules are installed on the clisnt.

Specify the Client Marne and ) )

[} Type Cliet Operating System ‘W!ndnws Server 2008 R2 6.1 |

4, Specify the Backup Melarker Version [s004 |

~ Configuration Type

o Avallable Applications =

e es! 2m

o

(.

o

(e

o

(e

=] [ <Back | [ next = | [ cancal |

16. In Specify the Client Backup Options, define the following settings as follows.

a. Deduplication should be set as None

b. Target Pool should be set as the pool that has the DR Series system device included.

c. Client Direct can be enabled if the client is directly backing up data to a preferred DR, thus
bypassing the storage node that is managing the DR share. For Client Direct to work, the DR
device must have at least one device path that the client can use to directly access the DR
container share. Refer to step 6 in the last section Configure the Networker Storage Node,
and step 10 in this section.

20 Setting Up the Dell™ DR Series System as a CIFS or VTL Backup Target on EMC® Networker® | April 2015



nt Backup Conl

Specify the Client Backup Options

Specify backup options. Data decuplication recuires either & Data Domain or Avamar storage server to be configured on the NefWorker server. By defaul, Nefvorker
will chocese & target pool Tor the backups. Clisnt Direct, supported for Data Domain and AFTD storage nly, sends backups directly 1o the storage devices,
bypassing the Metiorker storage nodz, where possible. The Checkpoint Restart option enables falled scheduled backups to restart from the poirt of interruption

® Specify the Client Name and
Type

& Specify the Backup
Corfiguration Type

Specify the Client Backup
0Nz

it Domein backup

) Axvamar deduplication backup

[£]
s} Pool
4] Target Pool [Defautt -
5]
[s] Backup to Disk
Clisrt Direct
[+ ]
[+ Checkpoint Restart
Checkpoirt Enabled: [
Checkpoint Granularity. |Dm3m,y -
@ | <Back | | Nest=| [ cancet |
nt Baclup Configuration
Select the Filesystem Objects
Select the clisrt filesystem objects to back up
& Specify the Client Name and ) By defaut, the entire conterts of the client will be backed up.
Type Uin-check any feftes You oo nat wart to include in the backup
Specify the Backup E-0 [F r310-5ys.150
& Configuration Type -
£l P P
& Specify the Client Backup I, DISASTER_RECOVERY:
ons dB. vss svSTEM BOOT:
AP S5 SVSTEM FILESET
JE, vSS SYSTEM SERVICES:
]
&)
6]
(]
()
&)
(7} | «Back | | Next = | [ cancal |
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Select the NetWerker Client Properties

Select the Netorker client properties. To accept the detaut properties, click Next

& Specify the Client Name and Eums Pl [ arin -+
T (Mairtain backup entries in the onine fil index) = ‘G
Specify the Backup Retention Policy: |‘r’esr—| &+
Canfiguration Type (Mairtain baclup entries in the save set index) L
() ey o Elet Becarp Backup Scheclle |petaut |
Options
& Select Files 1o Backy et Commert |
5] Remote Access
@
@ | <gack | | net = | [ cancal |

< Client Backup Configuration [<]

Specify the NetWorker Backup Group

Select or create the Metviorker group for this configuration.

() el 4 sti
& Specify the Client Mame and 08N SxISing rous

Type |Mame | Start Time:

Specify the Backup DefaLtt 21:00

Configuration Type

Specify the Client Backup
Options

0 Select Files to Backup
@ Select the Client Properties

I"‘ Choose the BackuE GrnuE I

() Creste anew group

=) Schedule Options
(4] 21:00

@

@

[~} [ <Back | [ next > | [ cancel |
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nt Backup Configuration

Specify the Storage Node Options

Select the backup and recovery storage nodes to use for this client.

0 Specify the Client Mame and 6 Changing the storsge node options for this configuration will affect all configurations for this cliert.
Type Backup Storage Hodes
Specify the Backup () Backup to Mefiorker server only

Configuration Type ~
} . (5) Backup to the following storage nodes
Specify the Client Backup

Options Hame |Type  |Config... |Device Sharing Mode | Number of Devices
r310-5ys-150 sesi ves server default 1 ~
0 Select Files to Backup - ¥ |_|
~
@ Select the Client Properties |7|
& Choose the Backup Group
Specify the Storage Mode
Options Rn?cuuemsturage Hodes
() Recaver from hetiAorker server only
[4,)
N (3) Recaver fromthe following storege nodes
| Name |Type  |Config... |Device Sharing Mote | Number of Devices
[ w r310-5y5-150 scsi Ves server default 1 |A|
(]

(7] = Back

nest = | | Cancel |

Backup Configuration Summary

Review the configuretion summary. To madify the configuration, click Back. To accept and creste the configuration, click Create

& EPEC‘W the Client Mame and Adding new client "r310-sys-150" m
ype
Save set il
e Specify the Backup Name: r#0-sys-150
Configuration Type Backup Type: Filesystem
Specify the Client Backup Deduplication Hore
] Options Checkpoint Enablsd: false
Checkpoint Granularity:  Directory
@ Select Files to Backup Cliert Direct: true
@ Selact the Client Properties Pook:
Browse Policy: Worth
@ Chonse the Backup Group Retention Palicy “ear
Specify the Storage Mode Sehedule Defaul
(] i, Group: Franks, Defautt
P Storage Nodes: £310-sys-150
Backup Configuration Recover Storage Nodes:
Summary

| <Back | | creste | | cancet |
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17. After the backup group is successfully created, click Start to start the backup.

o E u 0.1 8uilk153 Eval - Wir

& Franks {1}

Hame ¥ | Bckup type
B rxtapasn

| Commerd | Schwdibed bachug | Save sl
Firmystem v Al

D&% % ks
Puiorky | Time

@ Fridw 3ITETAM  evens A Fridey 31534 aM

@ Frey2IE08aM  event

18

File Edit ‘View Monitoring Recower Window  Help

oxes B acer 1)

[ = S
Status | Group ¥ | Last Run | Duration| % Complete | Next Run
- 00:00:00

100% [ disabled

57 Groups | 7 clones

All Sessions Og /%

| Cheldred | Giog | Scheiie
v Franks; Deinut
L3
Og 8 x
| ooy | Wz
Tegir ppe In 30

Monitor the job status in the Monitoring tab.

«-e EMC NetWorker Administration ¥8.0 - r310-sys-150 {(NetWorker 8.0.0.1.Build.153 Eval - Wi... [l[=] B3

Start Time: [ (%3 42613 4:36:54 PM | Status: Running 255

Duration: 196 Sec Tatal Amaunt; 135 WE Percentage Complete
Watting to Run
Client Name =

1 r310-ys-150

|save st
DISASTER_RECOVERY:\

| Command | Level
Starting session: state active  ful

Currertly Running
ClentMame ~  |Type jStartiliney I Dugtion) Device, Client Name ™ |Save Set |Level | Type: | Start Time | Duration| Device | Rate|
[ ’l r310-5ys-150  save 41283 43711 P 00:0258 [ DR_AFTD I D 18 r3105ys-150  ¥SS SYSTEMFILE. . ful 4726713 43745 PM  00:0216 DR_AFTD 216
4 = 3
[7] ansessions | 8 5ave Sessions [ Recover Ses. [Wkione Sessi. | 8 Tsyrhetic Ful.. | [0 Browss Ses..
Devices Oag /X
Ststus  |Device ¥ | Storage Mo... | Library | olume Por
< DR_AFTD 131 0-sys-1 FH0_sys 150001 De | ompleted Successtully
L = I Lo] Cliert Name > | Save Set |Level | Type | Start Time | Durstion|  Size| File Co...| Messages
FD Operations | ||ﬂ Archive Requests | B r310sys 150 En full 42643 4:37:35PM 000005 90TKB 8
D5 Y| @ ra0sys150 VS SYSTEMBO.. full 426M3 43TIGPM DDODS 11SMEB 191 (]
= 5
Log B = | s = s 1 r310sys150 A full 42643 4:37:35PM 000000 405KE 6
Priarty | Time ~ | Source Priority | Tine ~ | Category | Message 18 r310-sys-150 VS5 SYSTEMSE.. ful 4BN3437:40PM DDOD0S 18MB 13
@ Friday 31757 AM evert EI A Friday 31534 AM  registr. Networker evaluation
) ISR S—— | Ealect (=l
[ Eb [ Dol
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2.4 Setting up DR Series system replication and restore from the

replication targe

241

t

Creating a replication relationship between two DR Series systems

1. Create a source container on the source DR Series system.

D&AL Drs100-vm

| van-sw-03 ocarinalocal -]
B Global W

Dashboard

Aerts

Events

Heaith

Container Statistics
Replication Statistics
Storage
Containers

Replication

ts

Schedules
Replication Schedule
Cleaner Schedule
System Configuration
Networking

Active Directory
Local Workgroup L
Email Alerts

Admin Contact Info

P ord

Email Relay Host
Date and Time

Support

Containers

Number of Containers: 10
Containers

backup

cifs1

cifs11

kknfs

nbu-cifs-01

nvbu

nvbut

nw-cifs-01

rep-source

sample

Copyright @ 2011 - 2013 Dall Inc_ All rights reserved

Files

administrator (Log out) | Help

Create | Edit | Delete | Display Statistics

Container Path: /containers

NFsS CIFS RDA Replication Select
v v Not Configured
v Mot Configured
v Mot Configured
' Mot Configured
v Mot Gonfigured
v v Stopped
v Online
v Mot Gonfigured
Not Configured
v Not Configured

2. Create a target container on the target DR Series system.

DR4100-VM

B Global View
B Dashboard
Alerts
Events
Health

age
Container Si
Replication
Storage
Containers
Replication
Clients

Schedules

System Configuration
Networking

Active Dir

Local Workgroup Users
Email Alerts

Admin Contact Info
Password

Email Relay Host
Date and Time
Support

Containers

Number of Containers. 10

Containers
backup
cifs1

cifs2

kknfs
kknfs2
nfs-01

nfs1

nw-cifs-01

Files

Ellc o © o o o

administrator (Log out) | Help

Create | Edit | Delete | Display Statistics

Container Path: /containers

NFS CIFS RDA Replication Select
v v Not Configured
v Not Configured
v Not Configured

Mot Configured
Mot Configured
Not Configured

L1 R S

Not Configured
v Mot Configured

rep-target | ‘ ‘ | ‘ Not Configured

sample

Copyright © 2011 - 2013 Dell Inc. All rights reserved

~

v Not Configured
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3. On the source DR Series system, go to the Replication menu, and then click Create.

ml DR4100-VM administrator (Log out) | Help

ivan-sw-03 ocarina local

= Replication | Bandwidth |
B Global View
B Dashboard
Aerts Number of Source Replications: 2
Events Local Container Name Role Remote Container Name Peer State Bandwidth Select
Health
Usage nvbu ;szuﬁﬂ Zig Stopped Default
Container Statistics
10.250.243.18
Replication Statistics nvbut ] Online Default

B Storage
Containers
Clients

B Schedules
Replication Schedule
Cleaner Schedule

B System Configuration
Networking
Active Directory
Local Workgroup Us
Email Alerts

Admin Contact Info

Password

Email Relay Host

Date and Time
Support

Copyright @ 2011 - 2013 Dell Inc. All rights reserved.

4. Select the newly created container as the source container, and then enter the target DR Series
system information.

D&ALL ©oRratoovm administrator (Log out) | Help

! Create Replication

N * = required fields
= | Step 1: Select alocal container * Step 3: Select arole Step 4. Remote container settings

backup - * Source ' Target Create container on remote s :Stem

r,!f51 ® Map to container on remote system

cifs11

kknfs

u: i
nbu-cifs-01 sername”: administrator

nw-cifs-01 Password™ |« .

rep-source

B Remote Container: Retrieve Containers(s)

Step 2- Select Encryption F
= | ® None /128 bit - 256 bit

Cancel Create Replication

Email Relay Host

Date and Time
Support

Copyright @ 2011 - 2013 Dell Inc. All rights reserved
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5. Click Retrieve Container(s), and then select the newly created target container from the list.

D&AL Drét00-vm

i\! Create Replication
=] * = required fields
= | Step 1: Select a local container * Step 3: Selectarole” Step 4: Remote container settings
|backup - ‘® Source ' Target ) Create container on remote system
cifst ® Map to container on remote system
|cifs11
kknfs .
e g Username™: administrator
w-cifs-01 Password™ eesssss
sample Peer System™:
=
& Remote Gnntamer:
backup -
. cifs1
Step 2: Select Encryption cifs2
= '® None ' 128 bit '/ 256 bit kknfs
kknfs2
nfs-01
nfs1
= nw-cifs-01
rep-target
[Sampe: 5
Cancel Create Replication
Date and Time
Support

Copyright © 2011 - 2013 Dell Inc. Al rights reserved.

6. Click Create Replication.

D@L Drs100-vm

i\! Create Replication
o * = required fields
= | Step 1- Select a local container Step 3 Selectarole Step 4: Remote container settings
ft\ackup - ® Source " Target ) Create container on remote system
|cifs? ‘® Map to container on remote system
|cifs11
|kknfs .l
Inbu-cifs-01 Username”™ jadministrator
nw-cifs-01 Password®
|sample Peer System™ |10 250 242 133
=
i Remote Container- [Retrieve Containers(s)
backup B
. cifs1
Step 2: Select Encryption cifs2
= ® None '~ 128 bit"~ 256 bit kknfs
kknfs2
nfs-01
nfs1
= nw-cifs-01
|sample |
Cancel
Date and Time
Support

Copyright @ 2011 - 2013 Dell Inc. All rights reserved.
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7. Verify that the replication relationship between the DR Series systems has been created and that

the Peer Status is Online.

DR4100-VM

DeLL

administrator (Log out) | Help

ivan ocarina local |-

Replication
B - Global View
B Dashboard
Aerts MNumber of Source Replications: 3
et Local Container Name Role
Health
Usage nvbu
Container Statistics
Replication Stafistics nvbut

Storage
Containers {STSNCE
Clients

Schedules

Replication Schedule

Cleaner Schedule

System Configuration

Networking

Active Directory

Local Workgroup Users

Email Alerts

Admin Contact Info

Password

Email Relay Host
Date and Time
Support

Copyright © 2011 - 2013 Dell Inc. All rights reserved

Create | Edit | Delete | Stop | Start | Bandwidth | Display Statistics

Remote Container Name Peer State Bandwidth Select
10.250.243.18

HEa Stopped Default

0 2on2t Online Default

nvbut

10.250.242.133

rep-target
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2.4.2  Restoring from the replication target container

1. Add the target container onto the Networker storage node. Right-Click Device > New Device
Properties, and then enter necessary information for the target device. When complete, mount
the device.

I, Yoy, povesn,.
+0X@s ) WMUE puamu
- 201202
by i, Dowcss 01
e e v (Pt jan  Descaption [Votave rame M. Enaiind
& o Shoroge s L e 0302 v e
-l ot Lo Systems
1@ Arame Dodpleston N [T —
Mo Device Propstes LN
Modiy Device Propebes G0
£ Deserpoun
D it
oy
[En G |
Laet
Eraterastie
av »
ton CERER oaex
ity e * Sasca I by Tee ¥ | Cobegory, Messmge
@ Viermsiny 170 thuwha01300 meda Dbl 2013-02 sk ccavine ot chre s £l
@ Vomessm 17340 Mubeiom202  meda  Iruned2020218sted cosma ocal trowsig
@ Vedweste 7241 w0202 seds D 201
@ Videsdey 12621 w2202 meda o
QO Vednerduy 12611 wven recaver _Jj

NOTE: Do not label the target device.

2. Unmount the source container.

[ B e, o i,
+OX@N ) VME_ W
=M pure 201202 .
i L e 2 -
- e~ Parenpdemor  Deserptin voune nane M. [Eies
i Storage Hoses
- fa Dt Do, Sysena < rop et T o
{8 Avemar Dostntcon Noces New Do Properties €Ll
Moty Devee Propertes | (30
et eserpton
Detts D
<opy
penss 5
—
[ —
v — O
o LEESN . oasx
Priorty| e = Sourca, Catogory Mossage. Pricey Tve. > Catogry s
@ Vihwsdey 72642 Sabel 01202 medie  Thue 201202 estadccarimlocel den rowsig 4]
@ vecresdu; 72450 SUI01202 . meds  Zhues-2012.02 testa GCRrnaIoCa bravaing
0 Vedesdn 72125 vt ok ... Strtng NS recover REQY
) Vst 7207 DuBSX0TMIY_ meth  Thuhe 20110 estadacanmakoial trowsng
@ omodny 17727 Dubet 01100 meds  Ihube 201200 estad ocinmocal done srom s -
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3. Go to Recover, click +, select a backup source host, and click Next.

.1 EMC Va1 Capscity Server on Intel) il fod
ol Select the Recovery Hosts
Sree.
ror
[ —.
Staus  Name | Saurce Clert. Cestraion Cig
- Souwce O stintion Host
) Select the Recovery Hosts -
(] ol | ) R toe s st
o o5 2 Seect s destination st
o Netorber verson 8101 Bl 188 | e
PR e ] o
Lt ki [omc 4, 2013 72008 M ] Nt v
Types of Backips ¥ Backups Foung mn Lazt Wosk Mamber Foure
Bok Encea Backs o
Bk Bases Backup (canedto ) o
= Errr—) a
[rr—
S Hne * Sewcedert  Destoabon Of conpieie Fate 125)
P »
Loy oo x
Firty Tne = Sorce | Cary
@ Vemsie 7 S I0D  meds  Thos)
® oo 7w mmwnts e el @ [ Com)
P - I ——
@ Voo T A2 mada I 02 2sdeea o ey |
@ \Veesin 720 mnwh AIL0 nedn  Zupw301202testad ovorra ocet done bromsing -

4. Select the data set to recover, click Versions to view the Select Versions window, select the data,
and click OK.

e, Select the Data to Recover
e f—
Cortipres Racars:
s heme Seurce Chere.  Cmstrmtion (g
@ Seloct the Recavery Hasts X
3 Selectthe ata 1o Recovr VN N
=
<]
a
o
ety
Swtus  |Name Source Ot Cestration e Compiee Rotw (KBG)
@ | - | chonge rowse e || sewcn s me | Carce
3 | Ramove tem |
Cononpa e e s, g
© cume 1znarrasm 08 wrowse
- ,
Lou oeex
oy, Tna ¥ Souce ko Mering
Vikcresder 1121 thiwh N1 mads T ; ‘
[t Ryt [z (e (e
@ Vacreise TSt 20 meds -
© Vnescny T804 2202 moda I . |
[ ——G plo =

5. Select the Recovery Options, choose Original path, or enter a new destination path to which to
recover data, and click Next.
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Enter a Recover na

me, and click Run Recovery.

=]a] x

i Select the Recovery Options
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7. Check the Recovery Results.

Chack the Recovary Results
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3 Creating and configuring iSCSI target container(s) for
Networker

3.1 Creating an iISCSI VTL container for Networker use

1. Create and export the iSCSI container by selecting Containers in the left navigation pane of the DR
Series system GUI, and click Create at the top of the page.

ml DR4000 administrator (Log out) | Help
Containers o
B - Global View

B Dashboard
Aleris

Number of Containers: 2 Container Path: /containers

Events Containers Files Marker Type Access Protocol Enabled Replication Select
Health
v backup 0 Auto NFS, CIFS Not Configured
sage
intvm05iscsi N MNetworker VTLIiSCSI Mot Configured

Container Stafistics
Replication Statistics
B - Storage

Clients
Schedules
System Configuration
Support

Copyright © 2011 - 2014 Dell Inc. Al rights reserved.

2. Enter a container name and select the Virtual Tape Library (VTL) container option. Click Next.

Container Wizard - Create New Container

. * = required fields
Container hlame

Max 32 characters, including only letters, numbers, hyphen, and
underscors. Name must start with 3 letter

Container Name™™  iscsivTL1

Virtual Tape Library (VTL) - e

Cancel Next >
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3. Select the iSCSI Access Protocol. Specify the DMA Access Control by providing the storage node /
media node IP Address, IQN or FQDN. For Marker Type, select Networker. Click Next.

Container Wizard - Create New Container

= = requirad fislds

Configure Virtual Tape Library

Is OEM: [ Container Name and Type
15csIVTL1
_ VTL
Tape Size: @ 200GB © 400GE O zo0Ge

O 100GB O sneao O 10GE

Access Protocol. ' NDMP ) No Access E
IQN, FQDM or IP
Access Control (initiator):

Marker Type: © Unix Dump ® Networker O BridgeHead
O Mone ) Auto e ) Time Navigator

< Back Cancel Next >

4. Click Create a New Container.

Container Wizard - Create New Container

i * = required fields
Configuration Summary

Container Name and Type Virtual Tape Library
Container Name: jscsivTL1 OEM: no
Connection Type: VTL Tape Size: 10gb

Access Protocol: iSCSI
Access Control: ign.1991-05.com.microsoft: 2k8r2intvm05
Marker Type: Metworker

Cancel Qreate a New CnnlnineD
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3.11 Configuring the iISCSI Networker storage node — Windows

iSCSl initiator configuration is a two-step process, consisting of:

e Target discovery.
e Establishing an iSCSI session with the target using CHAP authentication.

1. Provide the IP or FOQN of the DR Series system in the Target field. Click Quick Connect, which
results in target discovery, The Quick Connect dialog box lists all available targets on the DR Series
system. At this point, the status will be Inactive. Click Done and close the dialog box.

i5CSI Initiator Properties

Targets IDiscovery I Favorite Targets I Yolumes and Devices I RADIUS I Configurakion I

Quick Connect

To discover and log on ko a target using & basic connection, type the IP address or
DNS name of the target and then click Quick Connect.

Target: G } Quick Commeck,., |

Discovered targets

LIS 19 I [ ——

Quick Connect

Targets that are available for connection ak the IP address or DNS name that you
provided are listed below. IF multiple targets are available, vou need to connect
to each target individually.

MName |

Connections made here will be added to the lisk of Favorite Targets and an attempt
ta restore them will be made every time this computer restarts,

r~Discovered targets

Marne Skakus

ign. 1984-05.cam. dell:dr4000. 9lbpSr 1 .intvm! 5,10 Inactive

To connect using advanced options, select a target and then
click Conmect,

To completely disconnect & target, select the target and
then click Disconnect.

Far target propetties, including configuration of sessions,
select the target and click Properties.

—Progress report

For configuration of devices associated with a target, select

Unable to Login to the k. k.
the target and then click Devices. el 6 Ll e i L=

More about basic iSCSI connections and targets

Connect | Done |
oK I _______ , wmEm |
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2. Close the dialog box and proceed by selecting the newly discovered target. This target will have an
Inactive Status as it requires authentication parameters to be provided for iSCSI login. Select the
Target from the list, click the Connect button, and then in the Connect to Target dialog box select
the Advanced button.

iSCSI Initiator Properties | X|

Targets |Disc0very I Faworite Targets | Yolumes and Devices I RADILS I Configuration I

r— Quick Connect

Ta discover and log on to a target using a basic connection, tvpe the IP address or
DMS name of the target and then click Quick Connect.

Target: Guick Comnect. . |
—Discovered targets
Refresh |

u ign. 19584-05, com.dell: dr4000, Slbp&r 1 . intym0Siscsi, 10 Inactive

To connect using advanced options, select a target and then Connect |

Ty |
Disconneck
Target name:
Im.lm-ﬂﬁ.cm.d&l:m.ml.msﬁ. 10 Froperties. .. |
[ Add this connection to the list of Favorite Targets. o
This will make the system automatically attempk to restore the —Ie"'ces"'
connection every time this computer restarts.
I~ Enable multi-

oK | Cancel Apply
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3. In Advanced Settings, select to Enable CHAP log on and type the User Name and Target Secret /
Password. Select OK to save the settings. Refer to Appendix A for further details about accounts
and credentials.

Advanced Settings [ 7]

General I IPsec I

—Connect using

Local adapter: IDeFauIt j
Tritiator IP: |Default =]
Target portal IP: IDeFauIt j

~CRC | Checksum
[~ Data digest [ Header digest

67 Enable CHAP log on ) o

CHAP helps ensure connection security by providing authentication between a target and
an inikiator,

To use, specify the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initistor Mame of the system unless another name is

specified.
L=
ame: I dr3-interop-a7
Target secrek: I .............l
M

™" Perform mubual authentication

To use mutual CHAP, either specify an initiator secret on the Configuration page or use
RADILS,

™ Use RADILIS to generate user authentication credentials

™ Use RADILS to authenticate karget credentials

OF I Cancel Apply
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The iSCSI target should now appear as connected and the device discovery can now proceed.

iSCSI Initiator Properties

Targets IDiscovery I Favorite Targets I Yalumes and Devices I RADIUS | Configuration I
r—Quick Conneck

To discover and log on bo a target using a basic connection, type the IP address or
DNS name of the target and then click Quick Connact,

Target: I GQuick Comnect. . |

rDiscovered targets

Refresh I
iﬁame Status T\
ign, 1984-05,comn.dell: dr4000.9lbpar 1 .inkvmO0Siscsi, 10 Connected )
. o

To connect using advanced options, select a target and then Cannect |
click Connect,

Ta completely discannect a karget, select the karget and Disconnect |
then click Disconnect.

For target properties, including configuration of sessions, Properties. .. |
select the target and click Properties.

For configuration of devices associated with a target, select Dievices... |
the target and then dlick Devices,

More about basic iSCSI connections and targets

Ok I Cancel Apply
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4. Open the Server Manager Snap-in and verify that the newly connected devices appear in the
Device Manager. Verify that the STK Library and IBM Ultrium-TD4 Device Drivers are installed.

Note: (Refer to the link, http://catalog.update.microsoft.com/v7/site/home.aspx for information
and assistance in acquiring Microsoft Device Drivers , for example, StorageTek Library Drivers).

Tk Server Manager (2KERZINTVMZZ)  [ENen o S ETT T
5 Roles

&1 Features
[l & Diagnostics

KERZINTYIMZ2
Batteries

R Computer Select Device o
| o o Manager
£ B, Display adapters
B YMwars SWGA 3D
- L3 DWOJCD-ROM drives
- Floppy disk drives
&

- Floppy drive controllers
- g IDE ATAJATAPI controllers Verify STK Library

/ Device Driver is 2]
=I- 5 Medium Changer devices Installed
& sunfStorageTek Library
7T Mice and other poinking devices

7 £ Network adapters
e ' Ports (COM & LPT)
- fuesii

<} Storage controllers
-8 System devices

El &5 Storage
W windows Server Backup
=9 Disk Management

Verify IBM Ultrium-

S e MR

e Taps drves / TD4 Tape Drivers 0
<= IBM ULT3580-TD4 SCSI Sequential Device are installed

\_j IBM ULT3SE0-TD4 SCSI Sequential Device
l-j IBM ULT3SE0-TD4 SCSI Sequential Device
= IBM ULT3S80-TD4 SCSI Sequential Device
\j IBM ULT3SE0-TD4 SCSI Sequential Device
J IEM LULT3580-TD4 SCSI Sequential Device
&2 1BM ULT3580-TD4 SCS1 Sequential Device
lj IBM ULT3SE0-TD4 SCSI Sequential Device
l-j IEM LULT3580-TD4 SCSI Sequential Device
f 5 TBM LLT3580-TD4 SCSI Sequential Devics

3.1.2 Configuring the iSCSI target — Linux

Before you begin this procedure, ensure that the iSCSI initiator is installed (iscsi-initiator-utils). For
example:

yum install iscsi-initiator-utils ; /etc/init.d/iscsi start

To configure the iSCSI target for Linux, follow these steps.

1. Add the CHAP Authentication details for the DR Series system on the Linux Initiator as follows:
a. Edit /etc/iscsi/iscsid.conf and un-comment the following line:

node.session.auth._authmethod = CHAP
b. Modify the following lines:
# To set a CHAP username and password for initiator

# authentication by the target(s), uncomment the following lines:

node.session.auth.username = iscsi_user

node.session.auth.password = StOr@ge!iscsi

2. Set the Discovery Target Node(s) by using this command:

iscsiadm -m discovery -t st -p <IP or IQN of DR>
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For example:
iscsiadm -m discovery -t st -p 10.8.230.108
3. Enable logon to the DR Series system iSCSI VTL target(s) by using the following command:
iscsiadm -m node --portal <IP or IQN of DR:PORT> --login
For example:
iscsiadm -m node --portal '10.8.230.108:3260" --login
4. Display the open session(s) with DR VTL(s) by using the following command:
iscsiadm -m session
For example:

iscsiadm -m session = tcp: [8] 10.8.230.108:3260,1 ign.1984-
05.com.dell:dr4000.3071067 . interoprhel52n1.30

5. Review dmesg or /var/log/messages for details about the tape devices created upon adding the
DR Series system iSCSI VTL.

3.2 Setting up Networker to use the newly created iISCSI VTL

1. Access the Devices menu within the Networker Administration interface. Select the Storage Node
that has had the NDMP VTL configured for access. Select to Scan for Devices.

oa EMC NetWorker Administration ¥8.1.2.0 - 2k8r2intym05 (NetWorker 8.1.2.0.Build.405 Eval - Windows NT Server on Inte

w e =
#% Monitoring + ~ Configuration ?‘ Media :-q./ Recover
—

1

File  Edit ‘“iew Devices ‘Window  Help
OXOS ) WWe[|i™m™

- 2kar2intym0s

§ Libraries W Storage Mode: 2k8r2intvm05 ()

= Mame | Comment | Deacription
e Storage Moces
W 108230108
- e VI
Data Domain S jropenies... Cirl-O
L@ Avamar Dedupl  pejere Delete
Refresh Fa
Enable/Dizable

( Scan for Devices... ) 9

Configure All Libraries. ..

s b ™ PO o
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2. Inthe Scan for Device dialog box, select the appropriate storage node with the settings to Search

all LUNs, Use Persistent Names and Device Scan Type of scsi.

2] -
& 5can for Devices B3

Select existing or create new storage nodes to scan

| Creste & nevy Storage Mode |

Scan |Storage Mode Mame > |Search...| Use Persiste... |Exclude SCSI Paths
[l Ans 2300 &

)]

Update storage node properties if required

Storage Mode Mame: |28 2intvmos Exclude SCSI Pathis:

Search all LUNs: |Y337v| e
U=ze Persistent Names: |Y.337v| e

Device Scan Tﬁie: ;. nalimp

MDMP User 2 backup_user

MDMP Passward:

| Start Scan | | Cancel |

3. After the device scans, the iSCSI VTL should now appear and must be configured for use. Select
the library within the Storage Nodes navigation tree and proceed with the Configure Library
option. In the Configure Library dialog box, Check All drives and click Start Configuration.
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4. The VTL should now show up ready for use. By default, the cleaning option is enabled, which must
be disabled. Within the navigation tree, select the Library and Properties option. In the dialog box,

disable the Auto-clean option, and omit the default slot and cleanings settings. Click OK to save
the changes.
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7.

After the library has been configured, the individual tape drives must be configured so that they
service only one target session at any given time. Multiplexing to virtual tape drives has an adverse
effect on deduplication and thus requires that each drive only handle a single target session.
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Conduct a full inventory of the library.
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Label all the media with labels and place them in their respective media pools for use.
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4 Creating and configuring NDMP target container(s) for
Networker

4.1 Creating the NDMP VTL container for Networker use

1. Create and export the iSCSI container by selecting Containers in the navigation area of the GUI,
and then clicking Create at the top of the page.

ml DR4000 administrator (Log out) | Help
Containers o
B - Global View

B Dashboard
Aleris

Number of Containers: 2 Container Path: /containers

Events Containers Files Marker Type Access Protocol Enabled Replication Select
Health
v backup 0 Auto NFS, CIFS Not Configured
sage
intvm05iscsi N MNetworker VTLIiSCSI Mot Configured

Container Stafistics
Replication Statistics
B - Storage

Clients
Schedules
System Configuration
Support

Copyright © 2011 - 2014 Dell Inc. Al rights reserved.

2. Inthe Create New Container wizard, enter the container name, select the Virtual Tape Library
(VTL) container option, and click Next.

Container Wizard - Create New Container

. * = required fields
Container blame

Max 32 characters, including only letters, numbers, hyphen, and
underscore. Name must start with = latter.

Container Name™:  System_A3_VTL1

Virtual Tape Library (VTL) :

Cancel Next >
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3. Select the NDMP Access Protocol. Specify the DMA Access Control information by providing the
storage node or, media node IP Address or FQDN. Select the Marker Type as Unix Dump and click

Next.
Container Wizard - Create New Container
. = = required fields
Configure Virtual Tape Library
Is OEM: [ Container Name and Type
System_A3_VTL1
_ WTL
Tape Size:  ® 200GB O 400GE O 20068
O ‘HJDGBo O 506GE O 10GE
Access Protocol:( @ NDMP O iscsl O No Access
FQDN or IP e
ccess Control:
Marker Type: ®) Unix Dump e
) None
< Back Cancel Next >

4. Finalize the VTL creation request by clicking Create a New Container.

Container Wizard - Create New Container
Configuration Summary " w rnquined Laids

Container Name and Type Virtual Tape Library
Conftaingr Name: System_a3 VL1 OEM: o
Connaciion Type: VI Tapa Size: 10gh

Access Prolocel NDME
Accass Corrbnal: kg 15891-05_ com microsoft 2l ZintvmS
Magker Typa: Mebworker

e e o)
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4.2 Configuring Networker to use the newly created NDMP VTL

1. Add the DR Series system as a storage node via NDMP.
a. Navigate to the Devices menu, select the Storage Nodes Sub-Tree object within the EMC
Networker navigation pane, and add a new storage node.
b. In the Create Storage Node window enter the name of the node (this must be resolvable via

DNS or host file resolution). Provide the logon credentials for the ndmp user account on the
DR Series system.

.-:.EME NetWorker Administration ¥8.1.2.0 - 2k8r2intym05 (NetWorker 8.1.2.0.Build.405 Eval - Windows NT Server on Intel)

File  Edit ‘iew Devices ‘indow Help
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General | Configuration | Device Scan | Lisrary Scan | STL |
Mame | - - —

@ 2kEr2intvmis Identity Device Management

Heme: I | R r——

Type of storags node: (Oscsi (3) ndmp () siln

Status:

Storage node is configured: Mimds for disabled devices: () Yes (2] No

e e o

Last error message:

Remaote Host
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Log

Priority | Time & |Source | Category | Message
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2. Access the Devices menu within the Networker Administration interface. Select the Storage Node
that has the NDMP VTL configured for access. Select to Scan for Devices.
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3. In the Scan for Device dialog box select the appropriate storage node with the settings to Search
all LUNSs, Use Persistent Names and Device Scan Type of ndmp.

& 5can for Devices

Select existing or create new storage nodes to scan

| Create a new Storage Mode |
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4. After the device scan, the NDMP VTL should now appear and can be configured for use. Select the
library within the storage nodes navigation tree and proceed with the Configure Library option. In
the Configure Library dialog box, Check All drives and click the Start Configuration button.
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5. The VTL should now appear ready for use. By default, the cleaning option is enabled, and it must
be disabled. Within the navigation tree, select the Library, and then select the Properties option. In
the dialog box, disable the Auto-clean option and omit the default slot and cleanings settings.
Click OK to save the changes.
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6. After the library has been configured, the individual tape drives must be configured so that they
service only one target session at any given time. Multiplexing to virtual tape drives has an adverse
effect on deduplication and thus requires that each drive only handle a single target session.
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7. Proceed by conducting a full inventory of the library.
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Label all the media and place them in their respective media pools for use.
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5 Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering
disk space from system containers in which files are deleted, as a result of deduplication.

The cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a
daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following screenshot to force the cleaner to
run. After all the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series

system cleaner should run at least 40 hours per week when backups are not taking place, and generally
after a backup job has completed.

DR4000

DR4000-DKCV651 Help | Log out

B Dashboard

Cleaner Schedule Schedule Cleaner

System time zone: US/Central, Mon Jan 23 15:18:49 2012

Day Start Time Stop Time
eplication Sun - B
Man - B
Tue - B
Wed - B
Thu - B
Fri - B
Sat - -

Compres
B Schedule

Note: When no schedule is set, the cleaner will run as needed

Email Alerts
Date & Time

B Support
Diag
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Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the
DR Series system dashboard. This information is valuable in understanding the benefits of the DR Series
system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase.
Backup jobs with a 12-week retention will average a 15x ratio, in most cases.

DR4000

Help | Log out

DR4000-DKCV651
Monitor Dedupe,
Compression &
Performance

Dashboard

umber of Events: 312

u System State: optimal u HW State: optimal

Capacity Storage Savings Throughput

Zoom: 1 Zoom: Th 1d 5 Im 1y S

Physical

Savings (%) MB(s

Cleaner
System Configuration

00 11:10 11:20 11:30 11:40 00 11:10 11:20 11:30 11:40
Date ime Time {minutes) Time {minutes)
Jdle & 3
Support Used (48.0 GB) B De-duplication B Read
]
W Free (776 TB) M Compression Write

System Information

System Name:
Software Version:

Total Savings:
Mumber of Files across all Containers: .
- Mon Jan 23 11:42:40 2012 Mumber of Containers:

Current Date/Time:

Cleaner Status:

- Pending Number of Containers Replicated:

Capacity Before Optimization: ...
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Managing VTL protocol accounts and credentials

ISCSI| account details and management

By default the iSCSI Username will be the hostname of the DR and can be confirmed by reviewing the
output of the Iscsi —account --user command. For example:

>iscsi --account --user
user: dr9-interop-a7

The default iSCSI Password is “StOr@geliscsi’. This can be modified by navigating to the Clients Navigation
option and selecting the iSCSI tab under the Clients menu. Select the the Edit CHAP Password and fill in
the new password as needed.

IMPORTANT NOTE: iSCSI CHAP Passwords must be between 12 and 16 characters long.

ML DR4000 administrator (Log ouf) | Help

swsys-63.ocarina.local Clients | (" Edit CHAP Password |
B Global View 9
B Dashboard _

Aleris Total Number of Clients: 1

Evenis -

NFS CIFS RDA NDMP iSCSI DR2000v

Healih

Usage Number of Current ISC $| Sessions active: 1

Container Stafistics

Replication Stafistics ISCSI Current Sessions Statistics
| Stora?e ﬁg;t:i”e' Container IO} _— c

Containers TestVTL ign Edit CHAP Account

Replication WARNING: All existing iSC 8l sessions will be terminated upon submission.

Encrypfion o
- *All fizlds are required.

MNew CHAP Password: e
Confirm New Password:

System Configuration
Support cancel | | Submit

Copyright @ 2011 - 20114 Dell Inc. All rights reserved.

Alternatively, you may also use the “iscsi —setpassword” cli tool to change the iSCSI CHAP Password
setting as shown in the following example:

> iscsi --setpassword

WARNING: All existing iSCSI sessions will be terminated!
Do you want to continue? (Yes/no) [n]?

Enter new CHAP password:###H#H#HHHH#H

Re-type CHAP password : ##H#H##HiH#HIH
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A2 NDMP account details and management

The default username for the NDMP service is "backup_user” and can be confirmed using the web Ul
interface:

administrater (Log out) | Help

WLL DRA4000

drd-interop-a7.ocarina.local

B Global View
B -Dashboard
Alerts
Events
Health
Usage
Container Statistics

Storage

Containers
Replication
Encrynfion

SCHeaures
System Configuration
Networking

Active Directory

Local Workgroup Users
Email Aleris

Admin Contact Info
Password

Email Relay Host
Date and Time

Support
Diagnostics
Software Uparade

Duration State  Source Target

{ Edit Password |

2

Total Number of Clients: 0

CIFs RDA NDMP iI5CsI DR2000v

Number of Current NDMP Sessions in active: 0

NDMP Current Sessions Statistics

Duration State  Source Target Throughput Transfer Size DMA

NDMP Completed Sessions Statistics

Avg. Throughput Transfer Size DMA

Edit Password

All fields are required
Client Type: NDMP
User name: backup_user
New password:
Confirm password:

Cancel Change Password

Or, by using the following commands:

ndmp —show command:
administrator@dr9-interop-a7 > ndmp --show
NDMP User: backup_user

NDMP Port: 10000

The default password is StOr@ge! and can be modified by running the ndmp —setpassword command
> ndmp --setpassword

Enter new NDMP password :###H#H#HiH

Re-type NDMP password :####H##H#H#

NDMP password successfully updated.
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A3 VTL default account summary table

NDMP backup_user StOr@ge! ndmp --setpassword
iSCSI <Appliance Hostname> | StOr@geliscsi iscsi —setpassword
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B Adding VTL media

B.1 Adding the VTL media to the container

To add media to an existing VTL container navigate to the Containers menu option. Select and edit the
target VTL container. Use the resulting dialog box field Add More Tape (no of Tape) field to input the
number of tapes to add to the VTL container.

Containers

Alternatively you may also use the “vtl —create_carts” clicommand for this operation:
> vtl --create_carts --name TEST_VTL_LALA --tapes 10

Created 10 cartridges

B.1.1 VTL media count guidelines

LTO-4 | 800GiB 2000
LTO-3 | 400GiB 4000
LTO-2 | 200GiB 8000
LTO-1| 100Gib 10000
LTO-1| 50Gib 10000
LTO-1| 10GiB 10000
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B.2
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Updating Networker to identify newly added VTL media

After the VTL media has been added to the target VTL container NetWorker must now be updated to be
able to use media. Select the VTL and conduct an inventory update. Input the new range created (e.g. 10
new tapes would result in 20 Slots) and select the option to reinitialize the library.

.:,Inventory Library [ ]
Slot Range

File Edit View Devices ‘'Window  Help

OX0« ) TT@EAWiTD
= 2k8r2intvn.105 o7
F | Libraries

;

Propertir~ -0 L
3

Delets Delets

Refresh F5 (%) Slot List
Label... | |

Reset Devices to use
Deposit (%) Automatic Selection
EnableDizable
< Devices
= Storage No Scan for Devices...
10.8.231
- - Re-configure Library ..
W 2kBr2int

U Configure All Libraries

k | &= Dista Damairt ip
E‘-‘}ﬂ. —_— T L (
@ Avamar Deduplication Hodes Reinitialize library state before inverﬂury)

PR N W « ] Force losd and verify lahels
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